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SYLLABI of M.Sc. Statistics 

M.Sc. (Statistics) Degree Programme under the Credit Semester System (CSS) (2019 admissions) Duration of

programme: Two years - divided into four semesters of not less than 90 working days each. 

Course Code Type Course Title Credits 

1st SEMESTER (Total Credits: 18) 

STlCOl Core Analytical Tools for Statistics -1 4 

ST1C02 Core Analytical Tools for Statistics -2 4 

ST1C03 Core Distribution Theory 4 

ST1C04 Core Probability Theory 4 

ST1C05 Core Statistical Computing - 1 2 

2nd SEMESTER (Total Credits: 18) 

ST2C06 Core Design and Analysis of Experiments 4 

ST2C07 Core Estimation Theory 4 

ST2C08 Core Sampling Theory 4 

ST2C09 Core Testing of Statistical Hypotheses 4 

ST2Cl0 Core Statistical Computing - 2 2 

3rd SEMESTER (Total Credits: 18) 

ST3Cl 1 Core Applied Regression Analysis 4 

ST3Cl2 Core Stochastic Processes 4 

ST3E-- Elective Elective-I 4 

ST3E-- Elective Elective-II 4 

ST3Cl3 Core Statistical Computing - 3 2 

4th SEMESTER (Total Credits: 18) 

ST4Cl4  Core Multivariate Analysis 4 

ST4E-- Elective Elective-III 4 

ST4Cl5  Core Project/Dissertation and External Viva-Voce 8 

ST4Cl6  Core Statistical Computing - 4 2 

The courses Elective -1, Elective -II and Elective -III shall be chosen from the following list. 

Course Code Course Title Credits 

01 Operations Research-I 4 

02 Time Series Analysis 4 

03 Operations Research - II 4 

04 Queueing Theory 4 

05 Lifetime Data Analysis 4 

06 Advanced Distribution Theory 4 

07 Statistical Decision Theory 4 

08 Reliability Theory 4 

09 Actuarial Statistics 4 

10 Statistical Quality Control 4 

11 Advanced Probability Theory 4 

12 Official Statistics 4 



13 4 

14 4 

15 4 

16 4 

17 4 

18 4 

19 4 

20 

Biostatistics 

Econometric Models 

Demographic Techniques 

Statistical Computing 

Stochastic Finance 

Longitudinal Data Analysis Computer Oriented 

Statistical Machine Learning    

Advanced Statistical Machine Learning Techniques 4 

SEMESTER-I 

ST Al COl - ANALYTICAL TOOLS FOR STATISTICS -I 

Number of Credits: 4 

Course Outline I 
Unit-I- Multi variable Functions 

Limits and continuity of multivariable functions. Derivatives, directional derivatives and continuity. Total 

derivative in terms of partial derivatives, Taylor's theorem. Inverse and implicit functions. Optima of 

multi variable functions. Method of Lagrangian multipliers, Riemann integral of a multi variable function. 

Unit-II- Analytic functions and complex integration 

Analytical functions, Harmonic functions, Necessary condition for a function to be analytic, Sufficient 

condition for a function to be analytic, Polar form of Cauchy- Riemann equation, Construction of analytic 

function. Complex integral, Cauchy's theorem, Cauchy's integral formula and its generalized form. Poisson 

integral formula, Morera's theorem. Cauchy's inequality, Lioville's theorem, Taylor's theorem, Laurent's 

theorem. 

Unit-ID- Singularities and calculus ofresidue 

Zeroes of a function, singular point, different types of singularities. Residue at a pole, residue at infinity, 

Cauchy's residue theorem, Jordan's lemma, Integration around a unit circle. Poles on the real axis, Integration 

involving many valued functions. 

Unit-IV- Laplace transform and Fourier Transform 

Laplace transform, Inverse laplace transfo1m. Applications to differential equations, The infinite Fourier 

transform, Fourier integral theorem. Different forms of Fourier integral formula, Fourier series. 

Text Book: 

1. Andre's I. Khuri(l 993) Advanced Calculus with applications in statistics. Wiley & sons (Chapter?)

2. Pandey, H.D, Goyal, J. K & Gupta K.P (2003) Complex variables and integral transforms Pragathi

Prakashan, Meerut.

Courses with Code No. 19 and 20 are newly approved courses
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E 19  STATISTICAL MACHINE LEARNING  
Number of Credits 4 

Module I Introduction to Python 

Variables-Control statements-generating sequence numbers-control flow statements-
functions-Collections(List, Tuples, Set, Dictionary)-strings-Functional Mapping(Map, Filter)-
Modules and Pacages-Working with Data Frames in Python-Features of Pandas Data Frame-
Handling missing values-Exploring of Data using visualization    (10 Hours) 

Module II  Data Preprocessing  and Exploratory Data Analysis 
Data Preprocessing: Data Cleaning-Handling Missing Data-Identifying Misclassifications-
Graphical Methods for Identifying Outliers-Data Transformation-Normalization-Numerical 
Methods for Identifying Outliers-Flag variables-Transforming Categorical Variables into 
Numerical Variables - Binning Numerical Variables - Reclassifying Categorical Variables- 
Exploratory Data Analysis: Exploring Categorical Variables - Exploring Numeric Variables - 
Exploring Multivariate Relationships -Selecting Interesting Subsets of the Data for Further 
Investigation-Uncover Anomalous fields-Binning based on predictive value      (20 Hours) 

Module III: Statistical Learning 
What Is Statistical Learning? - The Trade-Off Between Prediction Accuracy and Model 
Interpretability - Supervised Versus Unsupervised Learning - Regression Versus Classification 
- Assessing Model Accuracy         (15 Hours) 

Module IV: Linear Regression and Classification and Resampling Methods 
Simple Linear Regression - Estimating the Coefficients- Assessing the Accuracy of the  
Coefficient Estimates - Multiple Linear Regression - Estimating Coefficients – Classification 
-KNN Algorithm-Decision Trees-Logistic Regression - Estimating Coefficients – Predictions-
Multiple Logistic Regression- Logistic Regression for more than two   Response Classes
Linear   Discriminant Analysis- Quadratic Discriminant Analysis Generative Models for
Classification - Generalized Linear Models -Cross-Validation - k-Fold Cross-Validation -
Bias-Variance Trade-Off for  k-Fold Cross-Validation - Cross-Validation on Classification
Problems -The Bootstrap        (30 Hours

Module V: Survival Analysis and Censored Data  
Survival and Censoring times - Kaplan-Meier Survival Curve - Regression Models With a 
Survival Response (15 Hours) 

Textbooks 
1. Larose, D.T., 2015. Data Mining and Predictive Analytics. John Wiley & Sons.
2. James, G., Witten, D., Hastie, T., Tibshirani, R., James, G., Witten, D., Hastie, T. and

Tibshirani, R., 2021. An introduction to statistical learning: with applications
3. Manaranjan Pradhan, Dinesh Kumar U 2019 Machine  Learning using Python, Wiley

Reference Books
1. Hastie, T., Tshibirai, R. and Friedman, J. (2017) The Elements of Statistical Learning:

Data Mining, Inference and Prediction,
2. Mitchell, T.M., 2007. Machine learning (Vol. 1). New York: McGraw-hill.



E 20  ADVANCED STATISTICAL MACHINE LEARNING TECHNIQUES      
Number of Credits 4      
 

Module 1: Model Selection, Regularization and Nonlinearity 
Subset Selection – Best subset selection-stepwise selection-optimum model-Shrinkage 
Methods – Ridge regression-The Lasso-selection of Tuning parameter-Polynomial Regression 
– step function-basic function-Regression Splines- Smoothing Splines - Generalized Additive 
Models            (15 Hours) 

Module 2: Tree-based Methods and Support Vector Machines 
The Basics of Decision Trees - Regression Trees - Classification Trees - Trees Versus Linear 
Models - Advantages and Disadvantages of Trees – Bagging-Random Forests- Boosting-
Bayesian additive regression trees-Summary of tree ensemble methods- Maximal Margin 
Classifier-hyperplane-classification using a separating hyperplane-construction of maximal 
Margin Classifier-support vector classifier-Support vector machine-Classification with non 
linear decision boundaries-SVM with more than two classes   (25 Hours) 
 

Module 3: Neural Networks and Deep Learning 
Input and Output Encoding-Neural Networks for Estimation, Prediction-Simple Example of a 
Neural Network Single Layer Neural Networks-Multilayer Neural Networks - Convolutional 
Neural  Networks – Document classification-Recurrent Neural networks-When to Use Deep 
Learning - Fitting a Neural Network- Interpolation and Double Descent     (20 Hours)    
 

Module 4: Unsupervised Learning: Clustering 
The Challenge of Unsupervised Learning - Principal Components Analysis – Missing values 
and Matrix completion-Clustering Methods - K-Means Clustering - Hierarchical Clustering 
Single-Linkage Clustering -Complete-Linkage Clustering  methods   (15 Hours) 
 

Module 5: Association Rules 
Affinity Analysis - Market Basket Analysis - Data Representation for Market Basket Analysis 
- Support, Confidence, Frequent Item sets, and the a Priori Property – working of  Priori 
Algorithm in Generating Frequent  Itemset  and in  Generating Association Rules - Measure 
the Usefulness of Association Rules       (15 Hours) 
Textbooks 
1. Larose, D.T., 2015. Data mining and predictive analytics. John Wiley & Sons.  
2. James, G., Witten, D., Hastie, T., Tibshirani, R., James, G., Witten, D., Hastie, T. and 

Tibshirani, R., 2021. An introduction to statistical learning: with applications 
Reference Books 
1. Hastie, T., Tshibirai, R. and Friedman, J. (2017) The Elements of Statistical Learning: Data 

Mining, Inference and Prediction, 
2. Mitchell, T.M., 2007. Machine learning (Vol. 1). New York: McGraw-hill.  
3. Shmueli, G., Bruce, P.C., Yahav, I., Patel, N.R. and Lichtendahl Jr, K.C., 2017. Data mining 

for business analytics: concepts, techniques, and applications in R. John Wiley & Sons. 
4. Feldman, R. and Sanger, J., 2007. The text mining handbook: advanced approaches in 

analyzing unstructured data. Cambridge university press. 
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